
  



Free Preview: Chapter 7 

Leadership and Strategy in the AI-Augmented 

Workplace 

This is a free preview from Agentic AI & The Rise of the Digital 

Colleague by Patrick van Donselaar. You're about to read Chapter 7, 

which offers strategic insights tailored for executives navigating the 

shift to AI-augmented teams. If you're leading change in an AI-driven 

world, this chapter is for you. 

Leadership and Strategy in the AI-Augmented Workplace 

In previous chapters, we explored the emergence of agentic AI as a 

“digital colleague” in the enterprise—AI systems capable of 

collaborating with humans, carrying out tasks proactively, and 

delivering tangible business value. Now, we turn to the role of 

leadership and strategy in harnessing this AI-augmented workforce. 

The infusion of AI into teams is not just a technological shift; it’s an 

organizational and cultural transformation. Leaders today face the 

challenge of integrating human talent and AI colleagues into a 

cohesive, high-performing whole. This chapter offers my perspective 

on how to craft strategy, exercise leadership, and manage change in a 

world where humans and AI must jointly deliver business value. 

A New Era of Human-AI Collaboration 

The AI-augmented workplace represents a new era of collaboration 

between human employees and AI-driven systems. Instead of AI 

being a back-office tool or a novelty, it is becoming a core team 

member – a digital colleague that can analyze data, make 

recommendations, automate tasks, and even interact with customers. 

For example, modern customer support teams might include human 

agents working alongside AI chatbots that handle routine inquiries, or 

marketing departments might use AI analytics assistants to advise on 

campaign strategy. This evolution challenges leaders to rethink how 

work is orchestrated and how value is delivered. No longer is value 

creation the sole domain of humans; it emerges from human-AI 

partnerships across virtually every function. 



Leading in this environment requires embracing AI not as a threat to 

be managed, but as an opportunity to amplify human capabilities. 

Just as past industrial revolutions demanded new management 

approaches, the AI revolution compels leaders to adopt an 

augmentation mindset. This means viewing AI as a collaborator that 

can enhance human strengths and offset weaknesses, rather than a 

mere cost-cutting automation tool. In practice, many of the most 

successful AI deployments involve humans and AI systems working 

in tandem, each doing what they do best. In an AI-augmented team, 

humans provide context, creativity, and empathy, while AI 

contributes speed, scale, and analytical rigor. 

Leaders set the tone for this collaboration. If leadership treats AI 

initiatives as strategic priorities and communicates a positive vision of 

human-AI synergy, employees are more likely to welcome digital 

colleagues into their workflows. On the other hand, if leaders are 

hesitant or view AI only through the lens of headcount reduction, the 

workforce will mirror that skepticism or fear. So, a critical first step is 

articulating a clear strategic vision for AI augmentation. Employees 

should understand how AI will help the organization compete and 

how it will make their own work more impactful, not obsolete. 

Aligning AI with Organizational Strategy 

One of the foremost responsibilities of leadership in the AI-

augmented workplace is to align AI initiatives with the overall 

organizational strategy. Rather than deploying AI for AI’s sake, 

successful companies tie AI projects directly to business objectives – 

be it improving customer satisfaction, driving efficiency, or enabling 

new product innovation. Industry studies have observed that 

organizations extracting real value from AI tend to have strong 

executive sponsorship and a clear, enterprise-wide AI strategy in 

place. In practice, this means the CEO and executive team treat AI 

as a core component of the business plan, on par with other strategic 

enablers. 

Start with clear business problems or opportunities. Leaders should 

identify where AI can make a significant difference: for example, 

reducing supply chain forecasting errors, enhancing fraud detection 



in finance, or personalizing e-commerce recommendations. The 

strategy should prioritize these high-impact use cases. I often 

emphasize focus on “value first” – selecting AI projects that address 

pain points or enable strategic goals identified in the corporate 

strategy. This ensures that digital colleagues are introduced in areas 

where they can demonstrably move the needle. 

Next, integrate AI into the strategic planning cycle. This involves 

asking, for every major strategic initiative, “How can AI help us 

achieve this?” For instance, if entering a new market is a strategic 

priority, leadership might evaluate how AI-driven market analytics or 

local language chatbots could accelerate that expansion. At the 

executive level, roles like a Chief AI Officer or Head of AI Strategy 

may be established to drive this integration. Their mandate is to 

translate business strategy into an AI roadmap and ensure AI efforts 

are not siloed experiments but cohesive parts of the enterprise 

direction. A proven approach to cascade this further into the 

organization is the use of Centers of Excellence. A formal, but not 

hierarchical, organizational unit consisting of experts, potentially 

from several different parts of the organization, collaboratively 

bundling their expertise and acting as consultants and advisors to the 

rest of the organization. 

Crucially, aligning AI with strategy also means resource alignment. 

Companies leading in AI invest accordingly – not just in technology, 

but in talent and data infrastructure (which we’ll explore in the next 

chapter). Budgeting for AI is a strategic exercise: It’s about placing 

informed bets on AI initiatives that promise long-term competitive 

advantage. Leaders might create an AI innovation fund or dedicate a 

percentage of departmental budgets to AI experimentation and 

implementation. This sends a clear message that AI isn’t optional or 

peripheral, but central to how the business will grow. 

I do this actively with my current Intelligent Automation unit; it has a 

dedicated AI Incubation Team, who have the charter to spend a lot 

of time figuring out new intelligent technologies, without the pressure 

of scheduled deliverables. But I also encourage the rest of my team 

to ‘play around’ with new technologies or ideas they have. In our 



sprint planning process, every team member’s capacity has a 10% 

reservation for experimentation. Speaking of percentages, it’s 

imperative to impart the mantra that 80% of all R&D is potentially 

waste, meaning there is no tangible outcome or deliverable directly 

out of the R&D activity. However, it is not 80% wasted, as we need 

the 80% to get to the 20% that does yield tangible outcome. 

Another strategic aspect is portfolio management of AI projects. 

Executives must oversee a balanced portfolio of “quick wins” and 

longer-term moonshots. Quick wins (like automating a routine report 

generation) can build confidence and tangible ROI in the near term. 

Moonshots (like developing an AI-driven product line) align with the 

broader vision and can be transformational, though they carry more 

risk. A strategic leader supports both, setting appropriate 

expectations for each. They use governance mechanisms – such as an 

AI steering committee – to regularly review project progress and 

alignment with objectives. I should warn that the governance should 

not be overdone. I’ve seen a lot of creative energy and R&D 

initiatives stifled due to over-engineerd governance. Filling out too 

many forms, business case templates, and spending too much time in 

governance meetings may burn out your most innovative people. 

Governance is essential, but should be balanced and measured, 

frameworks simple, agile and flexible. And executives in these 

governance bodies should keep in mind the mantra of 80/20 that I 

referred to earlier concerning R&D in this chapter. 

Leadership Roles and Skills in an AI-Driven World 

Just as AI is changing the skills required of frontline employees, it’s 

also reshaping the competencies that executives and managers need. 

Leadership in an AI-driven world requires a blend of technological 

understanding, data-driven decision making, and human-centric 

management. One key trait is digital literacy at the top. This doesn’t 

mean every CEO must be a data scientist, but leaders should 

understand the fundamentals of AI capabilities and limitations, as 

those who deeply grasp AI’s potential and limitations are widely seen 

as essential for success. When a leadership team understands 

concepts like machine learning, predictive analytics, or natural 



language processing, they are better equipped to spot opportunities 

and ask the right questions of their teams. 

If they are not sufficiently digitally and AI literate, executive 

enthusiasm around AI takes the form of a loud declaration—"We 

need to do something with AI!"—without a clear understanding of 

what AI actually is, how it works, or what it realistically takes to make 

it succeed within their specific context. It’s not uncommon for 

leaders to return from high-gloss innovation seminars inspired by a 

flashy demo, only to turn around and demand their teams "build 

something like that"—without realizing that the demo was likely pre-

scripted, ran on clean test data, and carefully followed a golden path. 

In reality, deploying AI in the enterprise isn’t just about having a 

clever algorithm; it’s about wrangling messy, fragmented, and often 

low-quality data, orchestrating APIs across legacy infrastructure, 

aligning to governance and compliance standards, and embedding 

the solution into workflows that make business sense. The gap 

between AI theater and operational AI is wide—but not 

insurmountable. That’s where leadership maturity comes in. 

Executives don’t need to become AI engineers, but they do need a 

baseline of digital literacy, a sense of technological humility, and a 

collaborative mindset that brings IT, data, and business units into 

strategic alignment. AI isn’t magic—it’s systems thinking, process 

integration, and value-driven design. The opportunity is real, but so is 

the work. 

Speaking of data, leaders must be absolutely comfortable with data-

driven decision-making augmented by AI insights. In traditional 

management, decisions often rely heavily on experience and 

intuition. While those qualities remain vital, AI brings a deluge of 

data and analysis to inform decisions. A marketing VP might use an 

AI system’s customer segmentation insights to decide how to allocate 

budget across channels. A manufacturing director might lean on 

predictive maintenance algorithms to schedule equipment overhauls. 

The effective leader doesn’t cede all judgment to algorithms, but 

rather integrates AI-derived insights into their decision process. They 

question and interpret AI outputs, much as they would a human 



analyst’s report, combining it with domain knowledge and ethical 

considerations. 

Emotional intelligence and communication skills take on even 

greater importance. Paradoxically, the more we integrate AI into 

work, the more leadership attention must shift to uniquely human 

aspects: motivation, purpose, and empathy. When parts of an 

employee’s role are taken over by AI, leaders should recognize and 

address the psychological impact. Are employees worried about their 

future? Do they feel alienated when an AI takes on tasks they used to 

do? Leaders need to proactively engage teams in dialogue, 

acknowledging these feelings and framing AI as an enabler for them 

to do more meaningful work. This kind of empathetic leadership 

builds trust – a critical ingredient if human-AI collaboration is to 

succeed. 

Another evolving role for leaders is that of AI ethicist and 

ambassador. As AI colleagues become more autonomous, issues of 

ethics, bias, and fairness inevitably arise (as we will discuss in Chapter 

9). Leaders need to champion responsible AI use, setting clear 

expectations that AI systems must adhere to the organization’s values 

and ethical standards. For example, a Chief Human Resources 

Officer should ensure that a new AI hiring tool is audited for bias, so 

it doesn’t inadvertently discriminate – a real risk illustrated by 

Amazon’s failed AI recruiting tool that was found to be biased against 

female applicants. Leaders don’t need to become ethicists 

themselves, but they must ask tough questions and support 

frameworks (like ethics committees or AI audits) to keep AI 

initiatives on track morally and legally. 

Agility and continuous learning are also paramount. The AI field 

evolves rapidly – what gave a competitive edge this year (say, a 

cutting-edge language model for customer service) might become 

standard or obsolete in a couple of years, or even months. Leaders 

must therefore instill a culture of continuous learning in their 

organizations and exemplify it themselves. I often talk about the need 

for an AI-ready leader to always be curious – reading up on new AI 

trends, encouraging pilot projects with new technologies, and learning 



from both successes and failures. Leaders have to provide the agile 

environment that allows for those failures without reprecussions. 

This agility also means that leaders need to be comfortable with the 

waste in R&D, as a 100 hour project, may never yield a direct result 

due to the technology evolving faster than the team can complete the 

project. In 2024 there was a lot of focus on Retrieval Augmented 

Generation (RAG) for example, which at the time of writing this in 

2025 is being ‘replaced’ by Agentic RAG. The original RAG method 

retrieves information in static one-step processes, while Agentic RAG 

breaks down complex queries into sub-tasks to assign to separate 

RAG agents, creating deeper insights and potentially speeding up the 

retrieval process. Teams in large enterprises, that started conducting 

RAG projects in the second half of 2024, may have implemented an 

infrastructure of technology, applications and models to execute 

RAG, that need to be revamped to be able to handle the agentic 

version of it. 

Another  practical step is for leaders to regularly attend AI demos or 

training sessions alongside their teams, signaling that learning is for 

everyone, at every level. 

Driving Change Management in an AI Transformation 

Even the most brilliant AI strategy will falter if people resist the 

change. Thus, a core task for leadership is orchestrating effective 

change management as AI colleagues join the workforce. Introducing 

AI is not a one-off IT deployment; it’s an ongoing change journey 

affecting processes, culture, and day-to-day workflows. Employees 

may need to shift roles, learn new skills, or work alongside AI 

systems in new ways – all of which can be challenging without proper 

guidance and support. 

A crucial first step is to clearly communicate the “why” behind the 

AI-driven changes. Change management research consistently shows 

that people are more receptive to change when they understand the 

purpose and benefit behind it. Leaders should articulate how 

adopting AI will help the organization compete, how it will improve 



the customer experience, and how it will make employees’ work 

more interesting and less tedious. For example, if a bank is 

implementing an AI assistant to automate loan processing 

paperwork, the head of operations might communicate that this will 

speed up loan approvals (benefiting customers), reduce manual data 

entry (reducing drudgery for staff), and enable employees to focus on 

nuanced customer interactions (increasing job satisfaction). By 

framing AI as a tool that empowers staff rather than threatens them, 

leaders can build positive momentum. 

Next, leaders should identify and empower change agents and 

champions within the organization. These are forward-thinking 

employees or managers who are excited about AI and can model its 

effective use to their peers. For instance, an influential sales manager 

who early-adopts an AI-based CRM assistant and achieves great 

results can become a champion that others emulate. Leadership can 

create cross-functional AI champion teams to share success stories 

and help troubleshoot adoption issues on the ground. When 

employees see colleagues (rather than just top executives or external 

consultants) vouching for the AI tools, it builds credibility and peer 

acceptance. 

Training and upskilling programs are another linchpin of change 

management. It’s unrealistic to expect employees to seamlessly 

integrate AI into their jobs without proper training. Leaders must 

invest in comprehensive training that not only covers how to use the 

new AI systems, but also why the systems work the way they do, and 

what their limitations are. For example, when introducing an AI 

forecasting tool to a supply chain team, a company might run 

workshops explaining how the AI analyzes historical data, what kind 

of predictions it provides, and how employees should interpret and 

act on those predictions. Equipping people with knowledge helps 

demystify the AI and builds trust in its outputs. Some organizations 

go further by creating AI academies or certification programs 

internally, which encourage employees at all levels to develop AI 

literacy and even advanced data science skills. 



Leaders should also anticipate and address resistance and fear. 

Despite positive messaging, some employees will worry about job loss 

or reduced relevance. Change management best practices suggest 

actively listening to these concerns – via surveys, town hall Q&As, or 

one-on-one conversations – and responding with empathy and clarity. 

If, for example, an AI system will reduce the need for manual report 

compilation, managers should discuss how affected employees’ roles 

will evolve (perhaps towards more analysis and interpretation) or if 

necessary, how the organization will support them in transitioning to 

other roles. In Chapter 9 we’ll delve deeper into job displacement 

concerns, but from a leadership standpoint, being transparent and 

supportive is critical during the transition. Some companies have 

promised no layoffs as a result of AI automation for a period of time, 

focusing instead on retraining staff for new opportunities – a policy 

that can greatly alleviate anxiety and build goodwill. 

A structured approach like ADKAR (Awareness, Desire, Knowledge, 

Ability, Reinforcement) from change management methodology can 

be adapted for AI initiatives. Leaders should ensure Awareness 

(communicate vision), Desire (create buy-in by highlighting benefits 

and addressing fears), Knowledge (train people), Ability (give them 

time and support to adapt), and Reinforcement (celebrate wins, keep 

encouraging new behaviors). For example, to reinforce change, 

leaders can publicly recognize teams that successfully integrate AI 

and achieve results, framing them as pioneers of the new way of 

working. 

Key Insight: Leadership Principles for AI Change Management 

Visionary Communication: Paint a compelling picture of how AI will 

improve the organization and individuals’ work. Tie it to mission and 

strategy to give the change meaning. 

Inclusive Involvement: Involve employees in pilot projects and 

feedback sessions. People support what they help create – giving 

them a voice in how AI is implemented increases buy-in. 



Support & Training: Don’t just hand out a new AI tool – invest in 

hands-on training, hotlines or “AI coaches” to support employees as 

they learn. This signals that the company is investing in them, not just 

the technology. 

Gradual Integration: Whenever possible, phase in AI changes 

gradually. For instance, initially use AI recommendations with 

human approval before moving to full automation. This helps teams 

build trust in the AI’s capabilities. 

Celebrate Early Wins: Share success stories early and often. If one 

team’s digital colleague helped increase sales by 10%, broadcast that 

news. Early wins build momentum and show skeptics that AI can 

deliver positives for everyone. 

Fostering a Culture of Human-AI Teamwork 

Beyond plans and processes, the most powerful lever leaders have is 

culture. An organization’s culture – its shared values, norms, and 

behaviors – will ultimately determine whether AI augmentation truly 

takes root. Leaders must cultivate a culture that embraces human-AI 

teamwork and continuous innovation. But what does an AI-friendly 

culture look like? 

First, it is a culture that values experimentation and learning over 

rigid perfection. AI systems will evolve and improve over time, and 

not every AI pilot will succeed. Leaders should promote a mindset 

where teams treat AI experiments as learning opportunities rather 

than high-stakes gambles. For example, a retail company might pilot 

an AI inventory optimization tool in one region; if it doesn’t deliver 

expected results at first, the team analyzes why – perhaps the data was 

incomplete or the algorithm needed tweaking – and treats it as 

valuable feedback. When leadership frames setbacks in AI projects 

not as failures to be punished but as useful iterations, employees are 

less afraid to try new tools and methods. This experimental ethos is 

common among digitally advanced companies: Amazon’s motto of 

being “stubborn on vision, flexible on details” in their AI and tech 

initiatives is one illustration of committing to learning and adaptation. 



This culture of alignment and experimentation must extend across 

the entire organization—not just within the teams directly building AI 

solutions. AI use cases rarely live in isolation; their success or failure 

often has ripple effects throughout the business. Take, for instance, a 

team piloting an AI Sales Assistant to support field representatives. If 

that project is quietly discontinued after three months due to 

underwhelming results, but the broader sales team had been 

expecting it to address critical pain points, the fallout can erode 

trust—not just in that use case, but in the company’s entire AI agenda. 

Strategic leaders must ensure that expectations are managed and that 

all stakeholders, from executive sponsors to frontline users, are 

brought into the why, how, and what if of AI initiatives. 

Transparency, shared learning, and resilience to failure must become 

part of the organizational DNA if digital colleagues are to succeed at 

scale. 

Second, an AI-ready culture encourages cross-functional 

collaboration. AI projects often sit at the intersection of IT, data 

science, and business units. A culture where silos are broken down – 

where data scientists, engineers, frontline employees, and managers 

freely collaborate – will accelerate AI adoption. Leaders can model 

this by establishing interdisciplinary project teams for AI initiatives 

and encouraging knowledge sharing across departments. When a 

data science team regularly meets with, say, the sales department to 

discuss what the AI sales assistant is learning and how salespeople are 

using it, mutual understanding grows. Each side can appreciate the 

other’s expertise: the data scientists understand on-the-ground sales 

challenges, and sales reps grasp the analytics behind AI suggestions. 

This mutual respect and teamwork ethos are cultural elements that 

top leaders must nurture, by setting expectations and perhaps by 

reorganizing structures to facilitate collaboration (for instance, 

embedding data analysts in business units). 

Trust is another cultural cornerstone – specifically, trust in AI and in 

leadership’s AI vision. Building trust in AI technology requires 

transparency (we’ll explore this more in Chapter 9). Leaders can 

foster a trusting culture by being open about how AI tools make 



decisions and what their track records are. Some organizations use 

the concept of “explainable AI” to culturally acclimate their teams: 

they provide simple explanations or visualizations of an AI system’s 

reasoning, to demystify it. For example, when a digital colleague in 

HR screens job candidates, an explainable AI interface might show 

the key criteria it considered. This openness helps employees trust 

that the AI is not a “black box” making arbitrary choices. 

Additionally, if an AI does make a mistake, leaders should be 

forthright about it, treating it as a joint learning opportunity for 

humans and AI, rather than sweeping it under the rug. Such honesty 

strengthens the overall trust in the AI program. 

Leaders also need to reinforce values of diversity and inclusion 

within this AI-driven culture. Why? Because diverse teams are 

known to manage bias better and produce fairer outcomes, which is 

vital when AI is involved. If an AI system is being trained on data or 

making decisions that affect people, a diverse group of humans 

overseeing it can better spot blind spots or biases. Therefore, a 

culture that celebrates diversity in its human workforce indirectly 

promotes healthier AI behavior. Leadership can encourage this by 

ensuring diverse voices are involved in AI design and governance, 

and by promoting an inclusive narrative: AI should benefit everyone 

in the organization and the customer base, not just a select few. 

Strategic Governance: Policies, Ethics, and Accountability 

As organizations deepen their reliance on AI colleagues, governance 

becomes a critical leadership responsibility. Strategic governance in 

this context means establishing the policies, standards, and oversight 

mechanisms to ensure AI is used responsibly and effectively. While a 

full discussion of AI ethics and policy is in Chapter 9, from a 

leadership perspective we must touch on how executives embed 

governance into their AI strategy. 

One key action is to define clear policies for AI usage. Leaders 

should work with their legal, compliance, and IT teams to set 

guidelines on questions such as: What kind of decisions can we 

delegate to AI? Which AI applications require a human in the loop 



for approval? How do we handle data privacy when AI processes 

customer information? For instance, a bank’s leadership might 

institute a policy that any AI model used for credit decisions must be 

audited for bias and approved by a risk committee before 

deployment. Or a healthcare company may decree that AI diagnostic 

tools serve only as an assistant and cannot deliver a diagnosis to a 

patient without a doctor’s sign-off. These policies set the guardrails 

that keep AI deployments aligned with laws, regulations, and the 

company’s values. 

Another governance aspect is setting up an AI ethics board or 

committee at the leadership level. Many forward-thinking 

organizations have created ethics councils that include executives and 

subject-matter experts (and sometimes external advisors) who review 

and guide AI projects. For example, an AI ethics committee might 

review a proposal to use a new employee monitoring AI and flag 

potential privacy issues or morale problems, leading leadership to 

modify or scrap the plan. Leadership commitment to such 

governance bodies demonstrates that the company is serious about 

the unintended consequences of AI. It also provides a forum to 

make tough calls about AI use that could impact reputation or trust. 

Accountability is crucial as well. Leaders should assign clear 

ownership for AI outcomes. If an AI-driven decision results in an 

error or harm (for instance, a digital colleague in recruitment 

rejecting qualified candidates due to a flawed algorithm), who is 

accountable? The organization must decide this upfront. Typically, 

the answer is that the business owner of the process retains 

responsibility – e.g., the Head of HR is responsible for hiring 

outcomes, even if an AI was involved, and thus must ensure the tool 

is fair and accurate. By reinforcing that humans remain accountable, 

leaders encourage diligent oversight of AI: managers won’t just “trust 

the machine blindly” because they know they are on the hook for 

results. 

Leaders should also demand metrics and reporting for AI 

performance and usage. Just as they review financial KPIs, they 

should review AI KPIs. This could include model accuracy, error 



rates, utilization rates of AI systems, and even ethical metrics like 

incidents of bias detected or customer complaints related to AI 

decisions. By tracking these, leadership can spot issues early (e.g., if 

an AI customer service bot is escalating too many calls to supervisors, 

indicating it’s not handling issues well) and allocate resources to fix 

problems or improve the AI training. Some companies produce an 

internal “AI report card” or dashboard for leadership, summarizing 

how each major AI system is performing and highlighting any risks. 

Finally, strategic governance includes staying abreast of external 

regulations and standards. The regulatory environment for AI is 

evolving – for instance, the European Union introduced the AI Act 

in August of 2024, which will impose requirements on transparency 

and risk management for AI systems starting in 2025. Leaders must 

ensure their organizations are prepared to comply with such 

regulations, which might involve significant changes to data practices 

or even pulling back on certain high-risk AI applications. Smart 

leaders don’t wait for laws to force their hand; they proactively adopt 

best practices (like bias audits, documentation of AI models, data 

governance) in anticipation of stricter rules. This not only mitigates 

risk but can be a competitive advantage as customers and partners 

increasingly favor businesses that use AI responsibly. 

Measuring Impact and Sustaining the Momentum 

As AI colleagues take on a bigger role, leadership must keep a keen 

eye on measuring the impact and ensuring that the AI strategy 

continues to deliver business value over time. This is where strategy 

loops back into execution and continuous improvement. Executives 

should define what success looks like for AI integration – not just in 

terms of cost savings, but also in revenue growth, customer 

experience enhancement, and employee productivity. 

One approach is to establish an AI value tracking program. For each 

major AI initiative, baseline metrics should be captured before the 

AI is implemented, and then ongoing metrics monitored after 

deployment. For example, if a digital colleague is introduced to help 

the sales team prioritize leads, baseline could be the conversion rate 



of leads before AI and the time spent per lead. After introduction, 

leadership would track improvements in conversion rate, reduction 

in time per deal, and possibly qualitative feedback from salespeople 

about time freed for client relationship-building. By quantifying these 

outcomes, leaders can justify the investments and also learn which 

types of AI applications yield the highest ROI for the company. 

Measuring impact also means being willing to pivot or kill projects 

that aren’t delivering. Not every AI experiment will pay off. As I 

wrote about before in this chapter, there’s an approximate 80/20 rule 

for R&D, and AI projects with existing proven technology may also 

not pan out. Perhaps an AI scheduling assistant didn’t really gel with 

how employees manage their time, leading to low adoption. Leaders 

should create a culture where it’s acceptable to say, “This isn’t 

working, let’s redeploy the resources elsewhere,” without blaming the 

team involved. This ties back to the cultural aspect of 

experimentation and the acceptance of perceived waste. Regular 

portfolio reviews should ask of each project: Is this delivering value 

as expected? If not, what have we learned, and should we modify the 

approach or try a different application? By curating the portfolio 

actively, leaders keep the organization focused on high-value uses of 

AI. 

Sustaining momentum is also about continuous improvement of AI 

colleagues. Unlike a human employee who learns on the job mostly 

through experience, AI systems often require deliberate re-training or 

updating as conditions change. Leaders must ensure there are 

processes and budgets for ongoing improvement of AI models. For 

instance, if a digital marketing AI was trained on last year’s data, and 

customer behavior shifts this year, its suggestions might become less 

effective. The leadership’s strategic oversight would ensure that a new 

training pipeline is in place or that the AI is reviewed and tuned 

regularly (perhaps with new data or algorithm upgrades). This might 

involve collaborations with external AI vendors or an internal AI 

center of excellence to keep models up-to-date. Essentially, AI 

colleagues need performance management too – reviews, upgrades, 

even “off-boarding” when they are deprecated. 



Finally, leadership should look beyond the organization’s four walls 

in sustaining their AI journey. Benchmarking and learning from 

others is invaluable. Executives can participate in industry consortia 

on AI, attend conferences, and encourage their teams to publish or 

share learnings. By staying connected to the broader AI community, 

leaders can gauge where they stand relative to peers and discover new 

ideas. For instance, if competitors are using agentic AI for certain 

customer-facing roles, it might inspire a company to accelerate its 

own plans in that area. Let me point out here that in the rapidly 

evolving AI landscape, isolation is a tremendous disadvantage – the 

best leaders foster an outward-looking view, ensuring their company 

is not left behind by industry trends. 

Chapter 7 Summary: The Strategic Leader’s Mandate 

Key Takeaways: 

AI must be aligned with core business objectives, not just deployed as 

a trend or experiment. 

Executive sponsorship and an enterprise-wide AI strategy are crucial 

to success. 

Clear problem/opportunity selection is key — use AI where it directly 

impacts value creation. 

Strategic AI integration means embedding AI into planning cycles 

and governance structures. 

Organizations need to budget for AI talent, data, infrastructure, and 

experimentation. 

Leaders must foster a culture of trust, collaboration, and continuous 

learning around AI. 

Ongoing measurement and impact evaluation keeps AI initiatives on 

track and outcome-focused. 

The rise of digital colleagues presents a defining leadership challenge 

of our time. It calls for executives to be technologists, strategists, 



coaches, and ethicists all at once. They must set a vision that 

energizes the workforce around human-AI collaboration, align AI 

initiatives tightly with business goals, and guide their people through 

the uncertainties of change. The effective AI-era leader combines 

bold ambition – seeing the transformative potential of AI – with 

grounded pragmatism – knowing that change must be managed with 

care, inclusivity, and accountability. 

Leadership and strategy in the AI-augmented workplace are about 

enabling humans and AI to thrive together. It’s about crafting 

organizations where digital colleagues are not just bolt-on tools, but 

integrated members of the team delivering value side by side with 

humans. Achieving this requires thoughtful strategy, new skills at the 

top, cultural evolution, and rigorous governance. In the next chapter, 

we’ll discuss how to build the organizational foundations – the 

culture, infrastructure, and skills – that make such AI integration 

possible. With the right leadership and an AI-ready organization, 

businesses can unlock the full promise of agentic AI and secure their 

place in the future of work. 

  



Like what you’ve read? 

Visit www.patrickvandonselaar.nl to register for updates and get 

notified when the full book launches on 2 June 2025. You’ll also find 

resources, and exclusive content for early readers and business 

leaders. 
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