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Nota do Autor A reflexa o que aqui apresento nasce de um percurso acade mico e profissional marcado pela sociologia, pela pra tica no terreno e por uma inquietaça o crescente perante o impacto social das tecnologias contempora neas. Ao longo dos anos, observei como os discursos sobre neutralidade, eficie ncia e inovaça o escondem, com demasiada freque ncia, desigualdades que se aprofundam silenciosamente. Este livro na o pretende oferecer respostas fechadas, nem propor soluço es tecnocra ticas, mas antes contribuir para um debate crí tico e informado sobre o papel dos algoritmos numa sociedade que se quer justa e democra tica. A obra estrutura-se a partir de dia logos entre teoria, investigaça o empí rica e ana lise sociolo gica, procurando revelar os modos subtis — e, por vezes, violentos — atrave s dos quais os sistemas algorí tmicos reproduzem hierarquias sociais. O objetivo na o e  demonizar a tecnologia, mas situa -la historicamente, compreende -la nas suas relaço es de poder e questionar as premissas sobre as quais tem sido construí da. Enquanto autor, deposito nesta obra a convicça o de que pensar a tecnologia e , inevitavelmente, pensar a sociedade, e que o futuro dos algoritmos na o pode ser separado das lutas por igualdade, direitos humanos e justiça social.  
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Introdução Vivemos numa era em que algoritmos e intelige ncia artificial moldam deciso es em praticamente todos os domí nios da sociedade: educaça o, emprego, sau de, justiça, finanças, redes sociais e segurança. Apesar da aura de neutralidade e objetividade, estes sistemas na o sa o neutros. Pelo contra rio, refletem escolhas humanas, estruturas histo ricas e relaço es de poder que, muitas vezes, reproduzem e exacerbam desigualdades existentes. Este livro propo e olhar criticamente para os algoritmos como artefactos sociais, questionando a ideia de tecnologia como ferramenta imparcial. Ao longo dos capí tulos, foi explorada a forma como a IA reproduz vieses raciais, de ge nero, classe e capacidade, perpetua excluso es e normaliza pra ticas de vigila ncia e controlo. O objetivo central e  mostrar que descolonizar a intelige ncia artificial na o e  apenas uma questa o te cnica, mas um projeto social, polí tico e e tico. Para isso, e  necessa rio combinar 
transparência, participação cidadã, educação crítica, 
regulação ética e design inclusivo. Este livro oferece ana lise teo rica, estudos de caso concretos e caminhos para construir uma IA mais justa, inclusiva e responsa vel. 
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Capítulo 1 — O Algoritmo não é neutro 

1. A ilusão da objetividade técnica Durante de cadas, a ideia predominante foi a de que os sistemas computacionais eram instrumentos transparentes, imparciais e fie is a  lo gica matema tica que os sustentava. A crença na neutralidade tecnolo gica — ta o presente nos discursos de empresas, governos e ate  de comunidades cientí ficas — assentava na noça o de que a ma quina apenas executa. Faz o que lhe mandam fazer. Mas esta visa o inge nua ignora um facto sociologicamente evidente: toda a tecnologia e  uma construça o humana inserida num mundo desigual, estratificado e marcado por relaço es de poder. O algoritmo, ao contra rio da narrativa dominante, na o e  um espelho lí mpido da realidade. E  uma lente. E todas as lentes distorcem. Umas mais, outras menos. O ponto crucial e  que estas distorço es na o sa o aleato rias: tendem a reproduzir os padro es sociais que moldam os dados e as deciso es que lhes da o origem. Quando alimentamos sistemas de IA com informaço es produzidas historicamente em ambientes racializados, hierarquizados e desiguais, o que esperamos que a ma quina aprenda? Na o aprende a justiça; aprende a regularidade. Na o aprende a igualdade; aprende a repetiça o estatí stica. E  precisamente aqui que surge a necessidade de descolonizar o algoritmo: reconhecer que o problema na o e  
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a matema tica em si, mas sim o modo como esta e  usada para naturalizar desigualdades pre -existentes. 
2. A “jaula de ferro 2.0”: racionalidade instrumental 
convertida em opacidade Max Weber, ao falar da “jaula de ferro” da modernidade, alertou-nos para o modo como os sistemas de racionalizaça o burocra tica podiam aprisionar a aça o humana, transformando regras e procedimentos em fins em si mesmos. Hoje, esse mecanismo tornou-se ainda mais opaco. Se antes as pessoas podiam contestar uma decisa o burocra tica, agora enfrentam um algoritmo cuja lo gica e , muitas vezes, inacessí vel — mesmo para quem o desenvolveu. A IA acrescenta uma camada de profundidade a esta jaula. Na o se limita a aplicar normas; produz normas invisí veis, criadas a partir de massas de dados recolhidos sem contexto. A ma quina classifica, antecipa, filtra, recomenda. Toma deciso es que influenciam vidas concretas: quem recebe cre dito, quem e  alvo de vigila ncia policial, quem tem acesso a um emprego, quem e  considerado um risco. A racionalidade instrumental, agora convertida em ca lculo estatí stico, escapa ao escrutí nio social. Tornou-se uma racionalidade automa tica, que age em nome da eficie ncia, da otimizaça o e da previsa o — mas sem confrontar a origem 
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dos pro prios dados. Assim, a jaula de ferro contempora nea ja  na o tem barras visí veis. Tem linhas de co digo. 
3. O que é, afinal, um viés algorítmico? Num plano te cnico, o vie s algorí tmico e  uma distorça o sistema tica que afeta o desempenho de um sistema. Mas a explicaça o te cnica e  insuficiente para compreender o feno meno. O vie s algorí tmico e , antes de mais, uma questa o social: a presença de desigualdades histo ricas na maneira como recolhemos, organizamos e usamos informaça o para treinar sistemas de IA. Do ponto de vista sociolo gico, um vie s e  uma escolha — seja consciente ou inconsciente — sobre o que considerar relevante, legí timo, mensura vel. E sempre que fazemos escolhas, fazemos polí tica. Um sistema de vigila ncia urbana que reconhece pior os rostos de pessoas negras na o falha por limitaço es tecnolo gicas; falha porque foi treinado com conjuntos de dados predominantemente compostos por rostos brancos. Um sistema de recomendaça o laboral que penaliza currí culos femininos na o e  um erro; e  a reproduça o de padro es de discriminaça o existentes no mercado de trabalho. Um algoritmo que atribui risco criminal mais elevado a bairros perife ricos na o esta  a prever o futuro; esta  a repetir o passado. 
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E  por isso que o vie s algorí tmico na o pode ser corrigido apenas com engenharia. Tem de ser discutido a  luz de teorias sociolo gicas sobre poder, desigualdade, racializaça o e exclusa o. 
4. O problema não é a tecnologia — é a história inscrita 
nos dados Os dados, frequentemente apresentados como factos neutros, sa o construço es sociais. Sa o produzidos por instituiço es com lo gicas especí ficas, por governos com prioridades polí ticas, por empresas com interesses econo micos. A pro pria ause ncia de dados e  reveladora: quando determinadas populaço es na o aparecem em bases de dados, isso na o e  um acidente; e  sinal de invisibilizaça o social. E  por isso que os algoritmos, ao serem treinados com dados histo ricos, absorvem a memo ria das desigualdades. E esta memo ria na o e  neutra: esta  carregada de racismo estrutural, sexismo, classismo, xenofobia, heteronormatividade, adultocentrismo e capacitismo. Um algoritmo que aprenda a partir deste passado na o pode produzir futuro mais justo, a menos que seja explicitamente instruí do para o contrariar. O que hoje chamamos “intelige ncia artificial” e , em grande medida, uma forma de estatí stica automatizada. E a estatí stica na o explica o mundo; descreve-o segundo 
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padro es deteta veis. A questa o crí tica e : queremos que o futuro seja uma extrapolaça o linear do passado? A descolonizaça o do algoritmo significa quebrar esta lo gica de continuidade. Significa devolver contexto aos nu meros, criticidade aos processos e humanidade a s deciso es. 
5. Por que razão a neutralidade tecnológica é um mito 
persistente? A ideia de que a tecnologia e  neutra e  conforta vel. Exonera quem a cria e tranquiliza quem a usa. Mas e  um mito. A neutralidade tecnolo gica subsiste porque: 1. É conveniente para as corporações, que evitam responsabilidade moral ao atribuir deciso es a  ma quina. 2. É funcional para Estados, que se apoiam na objetividade aparente para legitimar polí ticas securita rias ou de controlo social. 3. É sedutora para a sociedade, que tende a confiar mais em nu meros do que em pessoas. 4. É reforçada por discursos etnocêntricos, que apresentam a IA como inevita vel, natural e impara vel. Ao desafiarmos a neutralidade, desafiamos tambe m as estruturas que beneficiam da sua manutença o. Todos os sistemas de poder procuram tornar-se invisí veis; os algoritmos sa o uma forma moderna dessa invisibilizaça o. 
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6. Algoritmos como dispositivos de poder Michel Foucault teria encontrado nos algoritmos um exemplo perfeito de biopoder: mecanismos de gesta o de populaço es que atuam de forma distribuí da, silenciosa, contí nua. Os algoritmos na o governam como um soberano; governam como uma norma. Na o impo em pela força; impo em atrave s da previsa o, da filtragem, da avaliaça o. A IA participa em processos de governaça o difusa: decide quem e  “normal” e quem e  “desvio”, quem e  “produtivo” e quem e  “risco”, quem merece cre dito e quem merece suspeita. E  um dispositivo disciplinar com apare ncia de eficie ncia. Ao mesmo tempo, os algoritmos atuam como mecanismos de fetichizaça o, no sentido marxista: transformam relaço es sociais em relaço es entre nu meros, ocultando a origem humana das escolhas e injustiças que codificam. Descolonizar o algoritmo implica reapropriar o controlo polí tico sobre estes dispositivos, devolvendo a s sociedades o poder de decidir os crite rios que organizam a vida coletiva. 
7. A construção social das categorias algorítmicas Cada categoria que um sistema de IA usa para classificar o mundo resulta de deciso es humanas: o que conta como fraude, quem e  “suspeito”, o que e  “adequado” para um 
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determinado emprego, como se define “risco”. Estas categorias na o sa o naturais; sa o convenço es. Assim, um algoritmo nunca interpreta a realidade tal como ela e . Interpreta a realidade tal como foi estruturada por quem escolheu as varia veis. E estas escolhas refletem sempre viso es do mundo — algumas explí citas, outras profundamente enraizadas. Para entender isto, basta observar como categorias como “raça”, “ge nero”, “classe social” ou “deficie ncia” sa o tratadas pelos sistemas: ora sa o ignoradas, ora sa o usadas de forma acrí tica, ora sa o absorvidas atrave s de proxies disfarçados (como co digos postais, padro es de consumo ou trajeto rias escolares). A neutralidade cai por terra quando percebemos que cada varia vel e  uma forma de poder disfarçada de te cnica. 
8. Porque é que o debate não é apenas técnico — é ético 
e político? A discussa o pu blica tende a centrar-se em questo es te cnicas: otimizar modelos, corrigir erros, melhorar a precisa o. Mas estas sa o preocupaço es de segundo ní vel. O problema principal e  e tico e polí tico: quem controla os crite rios que organizam a vida social? Quem define o que e  justo? Quem determina o que deve ser otimizado? 


